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Abstract The clock products of the International Global

Navigation Satellite Systems (GNSS) Service (IGS) are

used to characterize the timing performance of the GPS

satellites. Using 5-min and 30-s observational samples and

focusing only on the sub-daily regime, approximate power-

law stochastic processes are found. The Block IIA Rb and

Cs clocks obey predominantly random walk phase (or

white frequency) noise processes. The Rb clocks are up to

nearly an order of magnitude more stable and show a

flicker phase noise component over intervals shorter than

about 100 s. Due to the onboard Time Keeping System in

the newer Block IIR and IIR-M satellites, their Rb clocks

behave in a more complex way: as an apparent random

walk phase process up to about 100 s and then changing to

flicker phase up to a few thousand seconds. Superposed on

this random background, periodic signals have been

detected in all clock types at four harmonic frequencies,

n 9 (2.0029 ± 0.0005) cycles per day (24 h coordinated

universal time or UTC), for n = 1, 2, 3, and 4. The

equivalent fundamental period is 11.9826 ± 0.0030 h,

which surprisingly differs from the reported mean GPS

orbital period of 11.9659 ± 0.0007 h by 60 ± 11 s. We

cannot account for this apparent discrepancy but note that a

clear relationship between the periodic signals and the

orbital dynamics is evidenced for some satellites by modu-

lations of the spectral amplitudes with eclipse season. All

four harmonics are much smaller for the IIR and IIR-M

satellites than for the older blocks. Awareness of the

periodic variations can be used to improve the clock

modeling, including for interpolation of tabulated IGS

products for higher-rate GPS positioning and for predic-

tions in real-time applications. This is especially true for

high-accuracy uses, but could also benefit the standard GPS

operational products. The observed stochastic properties of

each satellite clock type are used to estimate the growth of

interpolation and prediction errors with time interval.
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Introduction

The geodetic performance of the Global Positioning Sys-

tem (GPS) is intimately related to the characteristics of the

satellite clocks [The term ‘‘clock’’ is used here to encom-

pass not only the onboard atomic frequency standards

(AFSs), but also the integrated non-dispersive effects of all

satellite components that affect the broadcast timing sig-

nals as observed from the ground. This usage is consistent

with the definition of the International Telecommunica-

tions Union (ITU 1996, 2002).]. A thorough understanding

of the behavior of the GPS satellite clocks is useful in order

to use the current system optimally and to plan future

improvements.

Prior studies of the GPS clocks have been limited by the

quality of the observational results available or by the

scope of the analysis. The satellite clock values broadcast
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in the GPS navigation message are predictions for intervals

up to about a day and are parameterized as a second-order

polynomial (see the IS-GPS-200 interface specification

document maintained by the Navstar GPS Joint Program

Office (GPS ICD- 200 2006), available at http://www.

navcen.uscg.gov/gps/geninfo/IS-GPS-200D.pdf). In fact,

the quadratic clock terms are never non-zero because of the

quantization threshold for the broadcast model, so the

effective representation is linear. In recent years, the root-

mean-square (RMS) precision of the broadcast GPS clocks

is roughly 5 ns (about 1.5 m equivalent light travel dis-

tance), as monitored by the International Global Navigation

Satellite Systems (GNSS) Service (IGS). By ‘‘precision’’

we mean only to gauge the internal consistency among the

GPS clocks and not any offsets in timescale compared to

some absolute standard. These values are not able to reveal

clock properties at sub-daily intervals or to better than a

few nanoseconds.

It became possible to examine the GPS clocks with

higher accuracy and finer temporal resolution when the IGS

was formed and started publishing regular satellite orbital

ephemerides in late 1993 (see the IGS website at

http://igscb.jpl.nasa.gov). These files give the geocentric

coordinates and clock values for each satellite tabulated at

15-min intervals and are based on a weighted combination

of analyses by several independent groups using dual-fre-

quency pseudorange and carrier phase data from a globally

distributed tracking network. For background, Ray and

Senior (2005) have reviewed geodetic methods for GPS

time and frequency comparisons. The IGS combination

procedures were improved and the clock products were

densified to 5-min samples beginning in November 2000

(Kouba and Springer 2001). Simultaneous estimates for the

tracking receivers were added at that time. A further

enhancement was achieved when the timescale of the IGS

clocks was changed from a daily linear alignment to

broadcast GPS time (GPST) to an internally realized time-

scale generated as a dynamically weighted ensemble of the

IGS clocks themselves, including a number of tracking

receivers some of which use external hydrogen-maser

(H-maser), cesium (Cs), or rubidium (Rb) frequency stan-

dards in addition to the satellite clocks (Senior et al. 2003,

Ray and Senior 2003). The satellite AFSs are either Cs or

Rb types. The sub-daily instability of the IGS timescale is

consistent with a random walk (in phase) noise process with

an Allan deviation (see ‘‘Appendix’’) of about 1 9 10-15 at

1 day, about 209 better than GPST. The instability at

longer times increases because the scale remains loosely

steered to GPST to maintain long-term consistency. Since

January 2007, the sampling of the satellite (but not ground)

clocks has increased from 5 min to 30 s.

This study uses the IGS clock products since late 2000

to examine the stability of the GPS satellite clocks, mostly

in the sub-daily regime. We focus particular attention on

periodic signals and their variations among different

satellites and over time. Possible origins for these effects

are considered. High-accuracy satellite clocks are also

produced by the National Geo-Intellegence Agency

(http://earth-info.nga.mil/GandG/sathtml/) as well as by

individual IGS analysis centers, but those are not utilized

for this investigation.

IGS clock product accuracy

The central function of the IGS is to enable GPS to be

useful for the most demanding scientific applications by

generating and distributing satellite orbit and clock infor-

mation with cm-level accuracy in lieu of the broadcast

navigation ephemerides. All IGS products (see http://igscb.

jpl.nasa.gov/components/prods.html) are formed as the

weighted averages of solutions contributed by up to eight

participating analysis centers (up to six for clocks). For

more details of the IGS analysis combination strategy see

Beutler et al. (1995), Kouba and Springer (2001) and also

annual reports of the IGS Analysis Coordinator. While the

observational data used by the various groups overlap, the

effects of differing analysis strategies, modeling approa-

ches, and softwares are largely independent. In this way,

the IGS combined products benefit in stability, reliability,

completeness, and robustness compared with the results

from any single center, and they are usually as precise and

accurate as the best individual solutions.

To examine the stability of the GPS clocks, we rely on

the IGS Final clock products, which are available about

13 days after the end of each GPS week and are tabulated

at 5-min intervals (or every 30 s for satellite clocks since

early 2007). The clock values are referenced to the inter-

nally realized IGS timescale, formed as a weighted

ensemble of the included station and satellite clocks. The

ensemble algorithm is a Kalman filter with a simple two-

state polynomial model driven by white noise processes for

each clock (Senior et al. 2003). Weights for individual

clocks in the ensemble are determined iteratively and

dynamically based on their observed instabilities over sub-

daily intervals. The IGS timescale is then loosely steered to

GPST over intervals longer than about a day. For this

reason, we limit our attention here primarily to sub-daily

intervals.

The internal consistency of the IGS satellite orbits and

clocks, which is critical for geodetic applications, is at the

sub-cm level (Kouba and Springer 2001). This is routinely

demonstrated by the use of these products for precise point

positioning (PPP) (Zumberge et al. 1997) of isolated

tracking stations. Daily PPP repeatabilities using the IGS

Finals are around 3, 5, and 9 mm RMS in the local north,
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east, and vertical components, respectively, as monitored at

the IGS Analysis Coordinator website http://www.gfz-

potsdam.de/pb1/igsacc/index_igsacc_ppp.html. The hori-

zontal repeatabilities are asymmetric because carrier phase

ambiguity resolution is impractical for undifferenced data

from a single station. In the global solutions used as inputs

for the IGS products, double-difference phase ambiguities

are mostly fixed, which ensures symmetric horizontal

errors.

Taken separately, the IGS combination statistics them-

selves set only lower limits for the product accuracies; see

the combination reports at http://igscb.jpl.nasa.gov/mail/

igsreport/igsreport.html. For instance, the inter-center

satellite clock agreement is usually about 50 ps (1.5 cm)

RMS if daily clock biases are ignored and are about 100 ps

(3 cm) RMS otherwise. The daily internal orbit agreements

are similar, about 1 cm RMS or better except for occa-

sional anomalous satellites. However, if the orbits are

compared to a dynamical fit over 7 days (Beutler et al.

1995), then the residuals increase to the 2–3 cm range. The

latter metric is almost certainly a better gauge of the true

orbit accuracy (Griffiths and Ray 2007).

These internal consistencies and mutual agreements

suggest that the precision of the IGS products is probably

around 1 cm (33 ps) and the accuracy about 3 cm (100 ps).

However, those results do not address the nature of the IGS

clock errors (whether dominantly stochastic or systematic)

nor do they necessarily give a complete view of the product

accuracy. In particular, it is well known that correlations

between the clock and orbit parameter estimates can reduce

the impact of ephemeris errors in geodetic positioning. This

fact has been used intentionally to yield favorable user

range errors (UREs) in the GPS broadcast ephemerides

(Arthur Dorsey, personal communication). However, the

much denser and more globally distributed IGS tracking

network greatly reduces the ability to shift satellite posi-

tions (mostly radially) to compensate clock errors

compared to the GPS operational system.

The models and parameterizations used in the GPS data

analyses to account for time-varying processes (e.g., tidal

motions) can also affect the IGS clock estimates. Gene-

rally, the IGS analysis groups follow recommendations in

the IERS Conventions 2003 (McCarthy and Petit 2004) and

its updates. The IERS models are typically accurate to

about 1 mm. Parameter estimates, including both geodetic

and nuisance quantities, are also typically good to the sub-

cm level. Some parameter errors, such as for station

heights, can reach to about 1 cm but these have mostly

bias-like effects on the satellite clock estimates over daily

intervals and, therefore, should not disturb the sub-daily

clock stabilities appreciably.

Possibly more important for clock errors are models

specific to the GPS technique that are not included in the

IERS Conventions. These include, for instance, the offsets

between the satellite antenna phase centers and their cen-

ters of mass, as well as the antenna phase patterns for both

satellites and tracking stations. The issues and IGS

approaches for dealing with them have been described by

Gendt and Schmid (2005) and the generation of the current

IGS calibration values is documented by Schmid et al.

(2007). The absolute uncertainty in the radial location of

the satellite antenna phase centers could be as large as 1 m,

which would affect the clock estimates directly. However,

the IGS products are far more sensitive to the internal

consistency of the antenna calibration models, which is in

the centimeter range. In any case, errors in the calibrations

give rise to nearly constant clock biases with only minor

effects on the observed sub-daily stabilities.

More important for clock estimates are factors related to

the orientational control and modeling of the satellites’

attitude, which must continuously vary to maintain full

illumination of the vital solar panel arrays. This is most

problematic during the eclipse periods experienced twice

yearly by each satellite’s orbit plane. During shadowing,

the orientational yaw control is dysfunctional in the

Block II and IIA spacecraft and it can take up to 30 min

afterwards to return to nominal behavior. The situation is

much improved in the IIR and IIR-M satellites. Various

approaches are taken by the IGS analysis centers to

model the variations in signal phase caused by yaw

motions, which otherwise can corrupt geodetic parameter

estimates including clock values. Bar-Sever et al. (Bar-

Sever YE, New GPS attitude model, IGS Mail #591,

1994; available at http://igscb.jpl.nasa.gov/mail/igsmail/

1994/msg00166.html) have led in such efforts. Never-

theless, the success of modeling attempts for the older

satellites is especially questionable given the relatively

poor agreement of the clock solutions during these eclipse

periods. Some groups omit much of the affected data,

which together with frequently poor mutual agreement,

can lead to gaps in the IGS clock products. It is difficult

to estimate the size of associated clock errors, but they

are likely to be much larger than during non-eclipse

periods. Consequently, for much of our following analy-

sis, we have tried to minimize use of data from these

periods.

Another GPS-specific effect is the standard practice of

using the dual-frequency observations to determine iono-

spheric delays including only the first-order correction

term. The effect of neglecting the second-order contribu-

tion has been evaluated by Hernandez-Pajares et al. (2007)

and found to affect the satellite clock parameters most

severely. The magnitude of the errors can reach or even

exceed 1 cm, and varies with satellite position and time of

day, being maximum during local daytime. Hernandez-

Pajares et al. (2007) propose a convenient method to
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greatly mitigate the second-order ionosphere errors but it

has not been routinely exploited yet.

Satellite laser ranging (SLR) observations of the two

GPS satellites with retroreflector arrays, SVN35/PRN05

and SVN36/PRN06, provide a direct and independent

validation of the IGS orbital quality, at least in the radial

component that is most related to the satellite clocks. Ur-

schl et al. (2007) report that the SLR ranges are shorter

than the implied IGS orbital ranges by an average of

-3 cm, with a mean standard deviation of 2.2 cm. These

values correspond to light travel times of 75–100 ps and

are consistent with the internal accuracy assessments

above. At least some part of the SLR range bias could be

caused by remaining errors in the measured positions of the

retroreflectors relative to the GPS transmit antennas, which

have been revised numerous times. More importantly,

though, Urschl et al. (2007) also show that the SLR

residuals have systematic patterns depending on the

direction and orientation of the sun with respect to satellite

orbital planes.

The latter results from Urschl et al. (2007) confirm the

suspected significance of systematic once-per-revolution

orbital errors and demonstrate that those are largest during

eclipse seasons when the satellites in a given orbital plane

pass through the Earth’s shadow twice daily (For reference,

Agnew and Larson (2007) report an average GPS period of

about 11.9659 h). Colombo (1989) already showed that

unmodeled accelerations on an Earth-orbiting satellite tend

to produce errors that are harmonics of the orbital period in

each of the orthogonal components of a satellite-centered

frame. Beutler et al. (1994) exploited this idea to develop

an empirical representation for GPS orbital variations due

to solar radiation pressure (SRP). This ‘‘extended CODE

orbit model’’ consists of the usual six satellite state

parameters together with offset and once-per-rev sine and

cosine parameters in each direction towards the sun, along

the solar panel axis, and orthogonal to the other two, for a

total of up to nine SRP nuisance parameters. This model

form and its variants have been widely influential and

related developments are implemented operationally by

most IGS groups.

Taken together, these observations and considerations

suggest that the internal precision of IGS orbits and clocks

is near 1 cm (33 ps) RMS most of the time. However, the

true accuracy (outside eclipse periods) is probably about

39 poorer and very likely more systematic than random.

Strong harmonics of the 12-h orbital period are to be

expected and errors may be correlated between orbits and

clocks. At other time intervals, random observational noise,

and stochastic oscillator and unmodeled ionospheric vari-

ations must also contribute. Note that if the orbit-related

errors are predominantly sinusoidal, then a 3 cm (100 ps)

RMS error corresponds to an amplitude of 4.5 cm (150 ps).

Relativistic effects

In order to ease comparisons and use with ground-based

clocks, the GPS satellite clocks are treated in a way that

aligns them in frequency (but not phase) approximately

with terrestrial time (TT), which is authoritatively realized,

apart from an offset, by the Coordinated Universal Time

(UTC) scale formulated at the Bureau International des

Poids et Mesures (BIPM) from an ensemble of many

globally distributed AFSs at national timing laboratories.

The GPST internal timescale is thus also a realization of

TT, aligned in long-term frequency to UTC. Apart from the

accumulated number of leap seconds, which GPST does

not include, the two timescales have differed by less than

40 ns since July 1998.

Due to the relative motions between the GPS satellites

and ground observers (special relativistic time dilation) and

differences in gravitational potential (general relativity), a

frequency offset has been applied to the onboard clock

oscillators to align them approximately to TT. This first-

order correction assumes nominal orbital elements. GPS

users are expected to account for the second-order effects

of non-circular orbits in their processing of observational

data by applying a correction of magnitude 2(r�v)/c2, where

r is the satellite position vector, v its velocity, and c is the

speed of light. Details are provided in IS-GPS-200 (JPO).

In addition to these conventional GPS treatments, the

IERS Conventions (McCarthy and Petit 2004) recommend

dynamical relativistic corrections to the satellite accelera-

tions (see Chap. 10, Eq. 1). The primary effect is the

Schwarzschild term, which affects GPS orbits by about

4 mm radially (U. Hugentobler, personal communication

2007, for this and following quantitative estimates). The

Lense–Thirring precession (frame dragging) is about two

orders of magnitude smaller than the Schwarzschild term

for GPS, mainly causing a rotation of the orbit nodes by

about -4 microarcseconds per day. The DeSitter (geode-

sic) precession is about one order smaller than the

Schwarzschild effect for GPS, also mainly causing a rota-

tion of the orbit nodes by about 50 microarcseconds per

day. Neglect of the Earth’s oblateness in these corrections

introduces an error only at the micrometer level for GPS.

The coordinate time of propagation effect of general rela-

tivity, including the gravitational delay (or ‘‘gravitational

bending’’), should be accounted for according to IERS

Conventions 2003, Chap. 11, Eq. 17).

These conventional treatments provide a self-consistent

dynamical framework that is accurate to 1 mm or better.

However, the second-order model to relate moving GPS

and TT clocks neglects smaller effects that are marginally

observable (Kouba 2004). The most important of these is

due to deviations in the geopotential from perfectly

spherical, especially its oblateness (J2). Using both
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analytical and numerical integrations of the satellite

equations of motion, Kouba (2004) estimated the oblate-

ness effect to produce secular rate differences up to

0.2 ns/day and a 6-h variation of about 0.07 ns, as viewed

by a TT observer. A further 0.2 ns variation with 14-day

period was also found. These differences represent

approximation error in the conventional transformations

for comparing GPS satellite and ground clocks, but they

have no geodetic consequence as long as users conform to

the same conventions. They are relevant in interpreting the

satellite clock behaviors, in forming ensembles of satellite

and ground clocks together, or whenever one interpolates

or extrapolates the satellite clocks (with respect to a TT-

like timescale).

GPS sub-daily clock stabilities

The purpose of inter-comparing clocks is to characterize

their performance so that they may be evaluated without

systematic or environmental influences. A simple quadratic

model is often employed to represent any offset in fre-

quency between the two clocks being compared as well as

any slowly varying drift in frequency. Random behavior of

multiple power-law types (e.g., white phase noise, random

walk phase noise, flicker noise, etc.) are observed in all

clocks, many of which leave the usual classical variance

statistic divergent. Therefore, a number of specialized

statistics have been developed for the characterization of

clocks which remain convergent for these common power-

law noise processes, including the Allan deviation, the

modified Allan deviation (MDEV), and the Hadamard

deviation (IEEE 1999, Baugh 1971). In this way, the

underlying random characteristics of the clock behavior

can be visualized graphically without being obscured by

the usual systematic trends. This has the particular

advantage of emphasizing the power-law nature of the

noise processes that usually dominate timing instabilities

and aids in their identification. For instance, a time series of

pure white phase noise has an MDEV that varies as s-3/2

where s is the time interval, while flicker phase varies as s-1

and random walk phase (or equivalently, white frequency

noise) varies as s-1/2 (see ‘‘Appendix’’). As a practical

matter, most commonly available AFSs exhibit s-1/2 noise

over a large portion of the sub-daily range (Allan 1987).

Figure 1 shows the MDEV calculated from IGS Final

30 s satellite clocks active during the 3 weeks from 15

June to 5 July 2007. The constellation block (IIA, IIR, or

IIR-M) and AFS (Cs or Rb) types are also indicated for

each. In order to demonstrate the quality of the underlying

IGS timescale, the corresponding deviations for five of the

most heavily weighted tracking station clocks are included

(based on 5-min samples). The local frequency standards

used at these stations are: BRUS, Quartzlock CH1-75

active H-maser; HRAO, Oscilloquartz EFOS C passive

H-maser; BREW, Sigma Tau passive H-maser; STJO,

passive H-maser; and NRC1, Kvarz CH-175 active

H-maser. In order to mitigate the effect of frequency drift,

all data were first detrended by removing a second-order

polynomial prior to calculating the MDEV. All the satellites

have instabilities at least a factor of five greater than the H-

maser ground stations over most of the sub-daily range. All

clocks were referenced to the IGS Final timescale, IGST.

It is immediately evident that the satellite clock behav-

iors depend on AFS oscillator type as well as block type.

The Block IIA Cs clocks have instabilities that vary as s-1/2

(random walk phase) for s up to a few thousand seconds.

The IIA Rb clocks behave similarly but are up to nearly an

order of magnitude more stable than the Cs clocks and

display a flicker phase component for intervals shorter than

about 100 s (Note that one main advantage of Cs clocks is

their better stability over times longer than shown here).

Even though the GPS-based geodetic time transfer method

itself follows approximately the same s-1/2 power-law

trend (Ray and Senior 2003), this is unlikely to account for

the s-1/2 behavior of the IIA clocks since the IGS timescale

is so much more stable. Rather, both the GPS clocks and

the IGS methods probably possess noise processes having

temporal correlations like a random walk.

The instabilities of the newer Block IIR and IIR-M Rb

satellites are poorer than the older Rb models for intervals

up to nearly 1,000 s. At the shortest interval of 30 s, the

MDEV varies approximately as s-1/2, consistent with

random walk phase noise. This quickly transitions to a

power-law which varies as s-1, consistent with flicker

phase noise for intervals up to several thousand seconds.

This high-frequency noise behavior of the IIR and IIR-M

satellites has been attributed to phase meter noise (Wu

1996, Petzinger et al. 2002, Phelan et al. 2005) in the Time

Keeping System (TKS). The TKS phase meter comparator

operates at 600 MHz with samples every 1.5 s, each having

an accuracy estimated to be 1.67 ns.

For averaging intervals around 104 s, most of the GPS

satellites display more complex, non-power-law behavior.

Based on numerical simulations, the large broad band of

high deviations near 13,600 s is the response of the MDEV

statistic to a 12-h periodic signal. Conventional spectral

analysis techniques are much better suited to investigate

the periodic signals present in the GPS clocks, as done in

the next section.

The performance of the satellite clocks during the

development of GPS in Block I showed significant effects

due to the thermal sensitivity of the Rb clocks. At that time,

significant performance variations were seen during the

time the satellites were being eclipsed by the Earth’s sha-

dow. Rb clocks, being very thermally sensitive, exhibited
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significant performance variations that were not observed

with the Cs clocks, which were expected to have little

thermal sensitivity. Consequently, the Rb clocks were

installed in the satellites atop a thermal controller which

regulated the temperature of the Rb clock very precisely

(White J, private communication). The II and IIA Rb

clocks used a similar mounting arrangement since they

were of the same design as the Block I units. The II and IIA

Cs clocks are not thermally controlled and the internal

temperature varies along with the other internal electronics

as determined by the thermal design of the satellite. The II/

IIA satellites internal temperature varies approximately

±5�C with the orbit period, while the IIR/IIR-M vary

approximately ±2.5�C (Wu 1996). The IIR/IIR-M Rb

clocks are of the same design and operating parameters.

These units were designed specifically for use in GPS and

are thermally controlled by multiple internal ovens. The

dual crystal oscillators that determine the output of the

TKS and, therefore, the satellite, are also ovenized osci-

llators which should have little thermal sensitivity.

Estimation of GPS clock spectra

Standard Fourier transform methods are used here to

characterize and quantify the periodic variations in the IGS

Final GPS clocks using two contrasting approaches. First,

an aggregate assessment is made viewing the entire con-

stellation overall to identify specific spectral peaks. Then,

the temporal changes in those peaks for individual satellites

are considered.

Aggregate constellation spectrum

Data were first selected for each satellite in batches

containing 150 contiguous days of 5-min data (43,200

points) during which no anomalous behavior (e.g., clock

frequency resets or vehicle maneuvers) was observed. For

satellites operating more than one AFS since 2000, mul-

tiple batches were selected giving a total of 50 batches:

Block II, 9 batches for 5 SVNs; Block IIA, 26 batches for

18 SVNs; Block IIR, 12 batches for 12 SVNs; Block IIR-

M, 3 batches for 3 SVNs. Sparse missing data points were

interpolated (cubic spline), but only six batches required

more than 20 points to be interpolated. Of these, the

largest two had 53 and 71 interpolated values. After

selection, each batch was detrended by fitting and

removing a second-order polynomial. Using these detr-

ended batches as input, an amplitude spectrum was

calculated for each GPS clock and the ensemble averaged

for the full GPS constellation, as shown in Fig. 2. Each

satellite spectrum was calculated using a standard peri-

odogram method with Blackman–Harris windowing

(Harris 1978) to mitigate spectral leakage. The constel-

lation-averaged spectrum was formed to emphasize

common-mode spectral peaks by attenuating background

random noise uncorrelated among the satellites.
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52/31 IIRM Rb#38
33/3 IIA Cs#43
38/8 IIA Cs#51
39/9 IIA Cs#56
40/10 IIA Cs#60
24/24 IIA Cs#42
27/27 IIA Cs#49
29/29 IIA Cs#33
30/30 IIA Cs#44
34/4 IIA Rb#84
35/5 IIA Rb#88
36/6 IIA Rb#89
37/7 IIA Rb#83
25/25 IIA Rb#87
26/26 IIA Rb#67
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Fig. 1 Frequency instability

(modified Allan deviation) of

each GPS satellite and five

ground stations for the period 15

June 2007 (MJD 54266) to 5

July 2007 (MJD 54286) using

IGS Final clocks. The five

ground clocks are among the

highest-weighted clocks making

up IGST during this period. All

data were detrended by

removing a second-order

polynomial prior to calculating

the MDEV. For satellites, the

legend indicates the Navstar

vehicle number/PRN code,

satellite block, and the

frequency standard type and

serial number for the standard

active during this period. For

reference, lines varying as s-1,

flicker phase, and s-1/2, random

walk phase, are drawn
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Pronounced 12-h (two cycles per day or cpd) and 6-h

(4 cpd) peaks stand out in the figure, along with lesser 4-h

(6 cpd) and 3-h (8 cdp) variations. For a more precise

determination of the peak frequencies, SVN15/PRN15

provided 1,085 days of clean, continuous data (from 14

August 2003 to 2 August 2006). Using rectangular win-

dowing (smallest frequency resolution) with a spectral

resolution of 0.001 cpd, a periodogram (not shown) for

SVN15/PRN15 (a Block II satellite) yields peaks at 2.003,

4.006, and 8.0115 cpd, or periods of 11.982 ± 0.006,

5.9910 ± 0.0015, and 2.9957 ± 0.0004 h, respectively.

No significant 4-h (6 cpd) component was detected for this

particular satellite. All the peaks can be understood as

harmonics of a fundamental 11.982-h signal. While this

frequency is close to the average orbital period of the GPS

satellites (namely, 11.9659 ± 0.0007 h according to

Agnew and Larson 2007), the two differ in period by

0.016 ± 0.006 h or 58 ± 22 s (for comparison, a half-

sidereal day is 11.9672 h, which is about 9.7 s longer than

the mean orbital periods; see Agnew and Larson 2007).

Since the most natural explanation for the twice-daily clock

variations is insolation, thermal, or other environmental

changes driven by the orbital motion, a close correspon-

dence in the periods is expected.

In the event that SVN15 is not fully representative of the

entire constellation, a more comprehensive verification has

been sought. The longest possible spans of uninterrupted

data were assembled for all satellite-clock pairs and a

Fourier spectrum computed for each. The individual

spectral resolutions were mostly 0.00203 cpd but ranged

up to 0.00626 cpd in the worst case. For the 86 usable data

sets available, the mean frequency of the 12-h peak is

2.0029 ± 0.0005 cpd. Differential weighting has been

applied here based on the frequency resolution of each

individual spectrum. We thus conclude that the funda-

mental GPS clock harmonic has a period of

11.9826 ± 0.0030 h. This differs from the mean orbital

period by 60 ± 11 s. We cannot account for the apparent

discrepancy, but it seems to be robust.

The analyses done here cannot be considered definitive

for the smaller spectral peaks near 4, 6, and 8 cpd because

of the risk of possible artificial peaks in the periodograms

generated from the high low-frequency power. This con-

cern is addressed in the next section.

Temporal variation of GPS spectral peaks

In order to gauge how the amplitudes of spectral peaks for

individual GPS clocks vary over time, spectra were next

calculated over moving 20-day batches using all available

data for each satellite since 2000. For each 20-day batch of

5-min samples, a standard periodogram with Blackman–

Harris windowing was determined. Successive batches

overlapped by 10 days. Four separate periodograms were

computed for each batch to determine sequentially the

amplitudes of the 12-, 6-, 4-, and 3-h peaks using the fol-

lowing procedure. First, the batches were detrended by

fitting and removing a second-order polynomial. Next, a

periodogram was calculated for the detrended batch and the

amplitude corresponding to the 12-h frequency recorded.

Then, a 12-h sinusoid was fitted and removed from the

detrended batch to produced a newly detrended batch to

serve as input into a second periodogram calculation. The

amplitude for a 6-h frequency was then determined from

the output of the second periodogram. A 6-h sinusoid was

next fitted and removed, and a third periodogram calcu-

lated to estimate a 4-h amplitude, and so forth until finally

an amplitude at 3-h period was produced. The successive

removal of longer-period, higher-power peaks was done to

minimize the potential of spurious harmonics being gen-

erated at the higher frequencies. The results of this analysis

for SVN27/PRN27 (a Block IIA satellite) are shown in

Fig. 3. The results for the entire constellation are summa-

rized in Table 1 where values are calculated separately

over periods during which different AFSs operated.

Inspection of the temporal amplitude variations for each

satellite reveals the following general patterns by block

type:

• Block II: While only a few satellites with robust clock

data are available, amplitudes of the 12-h peak

generally vary seasonally with the twice-yearly
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Fig. 2 Averaged amplitude spectrum of the GPS constellation

clocks. Individual satellite spectra were calculated by applying a

standard periodogram with Blackman–Harris windowing to approx-

imately 150 days of IGS Final clock data (detrended) for each

satellite, referenced to IGST. The clock data for each satellite were

detrended by fitting and removing a second-order polynomial prior to

calculating its periodogram. The averaged spectrum was then

obtained by averaging the individual satellite spectra at each Fourier

frequency
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eclipsing cycle from about 0.5–1.0 ns midway between

eclipses up to 1.5–2.5 ns in eclipse. The 6-h peaks are

correlated with the 12-h eclipse variations but with

amplitudes between 0.2 and 1.5 ns. The 4- and 3-h

peaks do not follow the eclipsing cycle but vary in a

noise-like way with amplitudes between about 0.1 and

0.2 ns.

• Block IIA: These satellites have some of the largest

12-h variations, up to about 8 ns, but amplitudes for

others are only about 0.3 ns. There is a general

tendency to track the eclipsing season with the highest

12-h signals during eclipse. However, a few satellites

have the opposite behavior (SVN23/PRN23, SVN32/

PRN01, SVN38/PRN08) and others have no discernible

correlation (SVN25/PRN25, SVN29/PRN29, SVN33/

PRN03, SVN34/PRN04, SVN40/PRN10). The 12-h

amplitude grows with time for some satellites (SVN23/

PRN23, SVN24/PRN24, SVN27/PRN27 for its latest

Cs clock, SVN32/PRN01, SVN36/PRN06) all equipped

with Cs AFSs, but not all Cs clocks do so. The 12-h

levels usually differ by AFS type with Cs clocks having

larger signals than the Rb clocks on the same satellite,

except for SVN38/PRN08 which is opposite. The 6-h

amplitudes in the IIA Cs satellites are maximum during

eclipse season, but the Rb clocks show no regular

behavior and the signals are markedly smaller. The

4- and 3-h variations show only limited correlations

with eclipse season and just for the Cs clocks;

variations for the Rb clocks are invariably smaller.

• Block IIR: The 12-h peaks of the IIR satellites are all

below the levels of the older blocks, from about 0.1 to

0.3 ns. The only obvious correlation with eclipse

season is for SVN56/PRN16, which has peak ampli-

tudes during eclipses. The 6-h amplitudes range from
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Fig. 3 Time-varying amplitudes of the 12-h (black), 6-h (blue), 4-h

(green), and 3-h (red) periodic variations in the IGS Final clock

estimates for SVN27/PRN27 (Block IIA), referenced to the IGS Final

timescale, IGST. Each point represents an amplitude obtained by

calculating a simple periodogram with Blackman–Harris windowing

on a 20-day batch of detrended clock data; each batch was separately

detrended by fitting and removing a second-order polynomial before

estimating the amplitudes. Successive batches overlap each other by

10 days. Shown across the top of the plot is the clock type and serial

number of the frequency standard active during that period. Vertical
shaded regions show periods during which the vehicle was eclipsed

by the Earth

GPS Solut

123



Table 1 Summary of the average amplitudes of the 12-, 6-, 4-, and 3-h periodics for each GPS satellite clock

SVN/PRN Block/Clock No. of 20-day

batches

12-h (Mean/RMS) 6-h (Mean/RMS) 4-h (Mean/RMS) 3-h (Mean/RMS)

13/2 II/Cs #14 103 1.08/0.39 0.44/0.28 0.14/0.05 0.13/0.04

15/15 II/Cs #17 128 1.75/0.30 0.40/0.18 0.15/0.05 0.12/0.05

17/17 II/Cs #25 11 0.97/0.38 0.84/0.24 0.21/0.07 0.16/0.06

II/Rb #44 7 0.90/0.14 0.33/0.10 0.06/0.03 0.09/0.04

II/Rb #48 45 0.66/0.10 0.12/0.04 0.04/0.01 0.03/0.01

19/19 II/Cs #27 14 0.67/0.26 0.55/0.44 0.29/0.11 0.20/0.11

21/21 II/Cs #10 38 1.14/0.28 0.36/0.14 0.17/0.07 0.12/0.03

22/22 IIA/Rb #54 13 0.42/0.17 0.06/0.03 0.03/0.01 0.01/0.00

IIA/Rb #78 28 0.67/0.24 0.13/0.05 0.04/0.01 0.03/0.01

IIA/Cs #28 8 5.42/1.36 1.33/0.70 0.25/0.10 0.27/0.11

23/23 IIA/Cs #36 96 5.83/0.77 1.34/0.80 0.25/0.11 0.21/0.10

24/24 IIA/Cs #49 204 1.68/0.38 0.28/0.15 0.12/0.04 0.09/0.03

25/25 IIA/Cs #20 175 0.53/0.19 0.26/0.12 0.12/0.04 0.09/0.03

IIA/Rb #87 20 0.30/0.08 0.10/0.04 0.05/0.02 0.03/0.01

26/26 IIA/Rb #67 222 0.40/0.09 0.10/0.04 0.04/0.02 0.03/0.02

27/27 IIA/Cs #19 54 2.15/0.73 0.94/0.71 0.21/0.07 0.17/0.09

IIA/Rb #66 91 0.57/0.18 0.07/0.03 0.04/0.02 0.03/0.02

IIA/Cs #33 73 1.90/0.42 0.40/0.27 0.12/0.04 0.09/0.05

29/29 IIA/Rb #73 170 0.49/0.12 0.10/0.04 0.04/0.02 0.03/0.02

IIA/Rb #74 11 0.95/0.06 0.13/0.03 0.02/0.01 0.03/0.01

IIA/Cs #44 10 0.62/0.13 0.48/0.14 0.13/0.05 0.08/0.03

30/30 IIA/Cs #k3 27 0.84/0.32 0.22/0.15 0.08/0.03 0.06/0.02

IIA/Rb #72 140 0.36/0.13 0.10/0.04 0.03/0.02 0.02/0.01

IIA/Cs #45 37 0.58/0.17 0.24/0.12 0.13/0.06 0.10/0.05

31/31 IIA/Cs #41 50 1.85/0.51 1.05/0.60 0.19/0.08 0.16/0.07

IIA/Rb #76 81 0.52/0.19 0.14/0.06 0.06/0.02 0.04/0.02

IIA/Cs #41 10 2.46/0.89 1.58/1.23 0.26/0.10 0.25/0.10

32/1 IIA/Cs #43 224 3.10/0.57 1.57/0.71 0.18/0.07 0.16/0.08

33/3 IIA/Cs #48 189 0.89/0.23 0.42/0.24 0.11/0.04 0.10/0.04

IIA/Rb #69 4 0.60/0.17 0.11/0.07 0.03/0.01 0.05/0.04

IIA/Cs #51 16 1.11/0.41 0.20/0.04 0.12/0.04 0.08/0.03

34/4 IIA/Rb #84 220 0.51/0.09 0.11/0.05 0.04/0.01 0.03/0.02

35/5 IIA/Cs #32 83 1.33/0.41 0.59/0.36 0.18/0.05 0.16/0.07

IIA/Rb #70 10 0.33/0.11 0.11/0.06 0.04/0.04 0.03/0.04

IIA/Cs #50 66 1.39/0.54 0.28/0.19 0.12/0.04 0.10/0.05

IIA/Rb #88 50 0.58/0.17 0.08/0.06 0.03/0.02 0.02/0.02

36/6 IIA/Cs #46 107 7.80/1.61 1.71/1.16 0.21/0.09 0.21/0.13

IIA/Rb #89 103 0.39/0.20 0.11/0.06 0.04/0.03 0.04/0.02

37/7 IIA/Rb #83 219 0.54/0.17 0.08/0.06 0.03/0.03 0.02/0.02

38/8 IIA/Rb #30 113 2.84/0.81 0.69/0.26 0.30/0.13 0.18/0.07

IIA/Cs #56 111 0.93/0.25 0.35/0.23 0.11/0.04 0.09/0.03

39/9 IIA/Cs #58 167 0.89/0.28 0.43/0.27 0.12/0.04 0.10/0.04

IIA/Cs #60 54 1.41/0.28 0.39/0.20 0.12/0.04 0.11/0.05

40/10 IIA/Cs #42 228 1.50/0.20 0.38/0.15 0.11/0.04 0.09/0.04

41/14 IIR/Rb #26 223 0.12/0.04 0.05/0.02 0.01/0.01 0.01/0.01

43/13 IIR/Rb #06 232 0.09/0.03 0.06/0.03 0.02/0.01 0.03/0.02

44/28 IIR/Rb #09 236 0.09/0.04 0.07/0.03 0.01/0.01 0.01/0.01

45/21 IIR/Rb #14 144 0.08/0.03 0.08/0.03 0.03/0.01 0.03/0.02
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about 0.05 to 0.12 ns, in some cases being quite similar

in magnitude to the 12-h peaks. There may be a general

correlation with eclipses but it is most clear for SVN51/

PRN20, SVN54/PRN18, and SVN56/PRN16, whereas

SVN46/PRN11 seems to be weakly non-correlated. The

4- and 3-h peaks are very small, below 0.04 ns in both

cases, and featureless.

• Block IIR-M: Being the newest block of satellies with

only three on orbit, the available data are sparse. The

peaks have amplitudes of about 0.12, 0.08, 0.01, and

0.02 ns for the 12-, 6-, 4-, and 3-h signals, respectively.

Temporal variations generally follow no apparent

patterns but the 3-h peaks are correlated with eclipse

seasons for a third of the satellites.

Figure 4 shows the dispersion in the average amplitudes of

the 6-, 4-, and 3-h peaks for the various satellite clocks

versus the corresponding 12-h amplitudes. The different

block types are distinguished. There is a general correlation

in the magnitudes of the spectral peaks with the IIA

satellites attaining the largest values followed by the Block

II clocks. The IIR and IIR-M peaks are smallest and are not

correlated in magnitude in the same way as the II and IIA

clocks (see figure insets).

Also indicated in Fig. 4 for comparison is our previous

estimate of the upper limit for systematic orbital error con-

tributions to the IGS clock values, a 12-h sinusoid with

150 ps amplitude. For the 6-h peak, the expected variation of

about 70 ps due to neglect of the Earth’s oblateness in the

relativistic time transformation (Kouba 2004) is also

marked. Contamination by orbit error can be confidently

ruled out as an explanation of the 12-h peaks for all the Block

II and IIA clocks. The same cannot be said for the IIR and

IIR-M clocks except that SVN46/PRN22, SVN54/PRN18,

and SVN56/PRN16 must possess major non-orbit error

sources for their 12-h variations. The 6-h variations have

amplitudes in the expected range of the neglected relativistic

effect for all the IIR and IIR-M clocks, as well as a number of

the IIA clocks. But most of the satellites show excess 6-h

periodics, especially the Block II and many IIA clocks.

Improved GPS clock modeling

As discussed in the section ‘‘IGS clock product accuracy’’,

the IGS timescales consist of a weighted average among

the ground and satellite clocks included in the IGS pub-

lished products. However, the presence of periodic

variations currently limits the weights of the GPS clocks in

the ensemble to about 1–2% for the best GPS clocks.

Recall that the weights are determined based on the

instability of the clock for intervals less than a day. Also,

because the current IGS Kalman filter is a two-state inte-

grated (frequency + drift) frequency filter, it does not

contain any phase states. Therefore, the relatively large

level of high-frequency noise present in the Block IIR

clocks often results in complete filter resets for these

clocks, removing them from the ensemble for a period. To

improve this situation, modifications to the IGS timescale

filter are currently underway which include new GPS

satellite clock modeling. The new filter will contain at least

four states for every clock, allowing for modeling of white

noise in phase, random walk in phase, random walk in

frequency, and random walk in drift. Four additional states

are being added for the satellite clocks (a total of eight

states) to compensate for the 6- and 12-h periodics. With

the addition of phase states and compensation of the

Table 1 continued

SVN/PRN Block/Clock No. of 20-day

batches

12-h (Mean/RMS) 6-h (Mean/RMS) 4-h (Mean/RMS) 3-h (Mean/RMS)

46/11 IIR/Rb #21 237 0.28/0.04 0.06/0.02 0.03/0.01 0.01/0.00

47/22 IIR/Rb #25 102 0.13/0.05 0.09/0.04 0.02/0.01 0.02/0.01

51/20 IIR/Rb #34 232 0.08/0.03 0.08/0.04 0.02/0.01 0.02/0.01

54/18 IIR/Rb #44 221 0.26/0.06 0.08/0.04 0.02/0.01 0.02/0.01

56/16 IIR/Rb #48 154 0.20/0.07 0.12/0.06 0.02/0.01 0.02/0.01

59/19 IIR/Rb #58 115 0.09/0.04 0.10/0.05 0.01/0.01 0.02/0.01

60/23 IIR/Rb #65 104 0.09/0.03 0.07/0.03 0.02/0.01 0.02/0.01

61/2 IIR/Rb #59 87 0.07/0.03 0.04/0.02 0.02/0.01 0.01/0.00

52/31 IIRM/Rb #38 27 0.11/0.03 0.07/0.03 0.01/0.01 0.02/0.01

53/17 IIRM/Rb #22 59 0.10/0.04 0.08/0.02 0.01/0.00 0.02/0.01

58/12 IIRM/Rb #52 21 0.14/0.03 0.09/0.04 0.01/0.00 0.01/0.01

The values were calculated using a standard periodogram approach with Blackman–Harris windowing over successive 20-day batches. The

amplitudes for each 20-day batch were then averaged to obtain the mean and RMS for a given clock

Bold values indicate [ 0.7 correlation with Earth eclipse
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periodics, we estimate that the weighting of the GPS

satellite clocks in the IGS ensemble timescales should

improve by about a factor of 2.

Consequences for clock interpolation and prediction

The results presented in the section ‘‘GPS sub-daily clock

stabilities’’ can be used to infer the performance of GPS

clocks when predicted beyond the range of available obser-

vations or when interpolated for temporal spacings finer than

those provided in the IGS products. In doing this, we make

several assumptions. First, we assume that any underlying

systematic variations are identified and modeled separately,

that the observed stochastic variations are superpositions of

standard power-law processes, and we use the prediction

formulas given in Allan (1987) and Allan and Hellwig

(1978). Noise process superposition is clearly violated for

the Block IIR Rb clocks. For these clocks, we determine the

prediction errors by utilizing an average of the best and worst

case prediction errors for the flicker and random walk phase

power-laws. Finally, the prediction and interpolation errors

for s\ 30 s are extrapolated from the observed power-law

behavior at 30 s.
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Fig. 4 Correlations between

the 12-h amplitudes of the GPS

constellation clocks and each of

the 6-h (top panel), 4-h (middle
panel), and 3-h (bottom panel)
amplitudes. For reference, the

horizontal (green) line drawn at

70 ps in the 6-h plot marks the

expected variation due to

neglect of J2 in the relativistic

time transformations, and the

vertical line (blue) at 150 ps

indicates our estimated upper

limit for IGS clock errors if

entirely of a 12-h sinusoidal

character and due to an

equivalent 4.5 cm amplitude

orbit error. The insets show

expanded views of the

distributions near the plot

origins. The data for this plot

are given in Table 1
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Any underlying non-stochastic, systematic clock varia-

tions must be modeled deterministically and removed from

the published clock values before prediction or interpola-

tion, then restored afterwards. This should include the

12- and 6-h harmonics discussed already. The errors in the

tabulated IGS clock values or in the deterministic fitting

process are not of interest here, only the added error due to

extrapolation or interpolation of the stochastic time series.

The usual procedure to find reasonable total uncertainties

for the inferred values would be to combine the error of the

nearest published clock value quadratically with the esti-

mated interpolation or extrapolation error. It is furthermore

assumed that the stochastic properties of the clocks during

the interpolation or prediction region are the same as those

during the characterization period. This is a very weak

condition for interpolations since the clock conditions do

not change significantly very often and can be easily

detected. However, it can be a problem for predictions since

an unexpected, uncharacteristic event is intrinsically not

predictable. For this reason (and others), all real-time users

should always make internal consistency checks regardless

of the source of the satellite information or service.

With the above considerations, we determine the clock

prediction errors for each satellite block as shown in Fig. 5.

The solid lines show the results for the Block IIA Rb, IIA

Cs, and IIR/IIR-M Rb clocks taking the mean instability for

each group of satellites as representative. The range of

variation among each set is illustrated by the associated

‘‘error bars’’.

Interpolation errors are smaller than the (one-sided)

prediction errors for equal intervals because interpolation is

essentially a two-sided prediction. At the midpoint between

tabular clock values, the interpolation error is smaller than

its corresponding prediction error by 1=
ffiffiffi

2
p

: The general

relationship is

rinterpðtÞ ¼ rðtÞ
ffiffiffiffiffiffiffiffiffiffiffi

T � t

T

r

where T is the interval between tabular points and r(t) is

the growth in prediction error. This formula has been used

in Fig. 5 to generate interpolation errors, shown as dotted,

dash-dotted, and dashed lines. Three different interpolation

intervals are considered for each clock type, corresponding

to the density of current IGS clock products: 30 s for the

IGS Final satellite clocks; 5 min for the IGS Rapid and

Final clocks (both receivers and satellites); and 15 min for

the satellite clocks in IGS SP3 orbit files. The interpolation

errors approach zero at adjacent starting and ending values

for each tabulation interval.

For comparison, the estimated precision (33 ps) and

accuracy (100 ps) levels for IGS clocks are also indicated

by constant lines in Fig. 5 (these should not be confused

with the power-law inferences for the satellite clocks and

do not imply that the IGS clock errors are uncorrelated

white noise. Indeed, the intrinsic IGS errors are correlated

and would behave differently if averaged over various

intervals.).

It can be seen that all satellite clock types can be

interpolated between 30-s spacings with an added error that

barely reaches the IGS precision level. For 5-min obser-

vational samples, the interpolation error usually exceeds

the IGS precision but only surpasses the level of the esti-

mated accuracy for the IIR Rb (slightly) and IIA Cs (by up

to a factor of two) clocks. For longer tabular spacings, the

IIA Rb interpolations would add noise modestly exceeding

the level of the IGS measurement errors, but IIR Rb and

IIA Cs interpolations would be up to 2–49 greater.

Alternatively, for users wishing to apply the existing

IGS clock products with data rates higher than the available

samplings, one could consider introducing differential

satellite data weights based on the clock instabilities and

their expected interpolation errors. This could be done by

block and clock type or even based on the observed Allan

deviations of individual satellites (which tend to remain

unchanged for long periods). This procedure should give

significantly better geodetic performance compared to

equal weighting of all satellite clocks, although we have

not yet tested the method.

The near-term clock predictions in Fig. 5 could be

useful in the context of near-real time operations where the

latency of clock correction updates is an issue, for instance.

To simulate prediction errors for intervals longer than
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Fig. 5 RMS time prediction and interpolation errors for the GPS

Block IIA and Block IIR/IIR-M clocks, estimated using IGS Final 30-

s products over the period 15 June 2007 (MJD 54266) to 5 July 2007

(MJD 54286). Bold solid lines indicate the mean prediction errors for

each block/clock; a vertical ‘‘error bar’’ is shown on the far right of

the plot to indicate the range of performances for the satellites in that

block/clock type. Interpolation errors are also shown for tabulation

spacings of 30 s (dotted), 5 min (dash-dotted), and 15 min (dashed).

For comparison, the expected Galileo H-maser prediction errors are

shown, based on specifications given in Rochat et al. (2005)
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about 2,000 s would require a more careful consideration

of changes in the noise processes of the satellite clocks. It

is also likely that errors in extrapolating the deterministic

systematic effects (such as variations in the amplitudes of

the 12- and 6-h periodics) will be important over spans of

hours and longer. Between about 10 and 1,000 s the IIA Rb

satellites yield the smallest prediction errors. At shorter

times, assuming no error in the extrapolation procedure

described earlier, the IIR Rb and IIA Cs clocks can be

predicted more accurately. Since all satellite prediction

errors are below 100 ps for s\ 40 s, it seems that a rea-

sonable update lag interval for a near-real time correction

service should be around 50 s without suffering too much

prediction error.

Included in Fig. 5 for comparison with the GPS pre-

diction errors is the corresponding behavior of the planned

Galileo passive H-maser (PHM) based on published spec-

ifications (Rochat et al. 2005). We do not consider

interpolation errors in this case since no published products

are available yet. If the Galileo PHM performs as expected,

then it is clear that its satellite clocks could be predicted or

interpolated up to about 1,000 s with no discernible deg-

radation compared to the current IGS product precision.

Such clocks would in fact eliminate the need for the IGS to

tabulate clock values at higher samplings and would allow

users to adopt any data analysis rates they desire. However,

before doing so, it will be necessary to evaluate the actual

on-orbit Galileo performance carefully for any unexpected

characteristics.

Conclusions

The pervasiveness and prominence of the 12- and 6-h

periodics in most GPS clocks dictates that these variations

should be explicitly modeled in all high-accuracy

applications. This includes timescale formation and main-

tenance, interpolation of tabulated clock products for

higher-rate GPS positioning, and predictions for real-time

uses. Modeling will also suffice to overcome the effect at

6-h periods due to the conventional neglect of the Earth’s

oblateness in time transformations and is more effective

than directly modifying the relativistic modeling consid-

ering that other causes of 6-h periodics are usually greater,

often by large amounts. Even the GPS operational system

would benefit by including these periodics in its own

modeling and navigation products since the errors can

exceed 2 m. Only in the most demanding applications

should it be necessary to account for the variations with

4- and 3-h periods, as their amplitudes rarely exceed 0.3 ns

(9 cm).

We cannot conclusively identify the underlying cause of

the GPS clock harmonics although the observed link to

orbital dynamics and the variability with clock type suggest

an environmental coupling. The difference we find in the

fundamental periods of the IGS clock harmonics and the

mean GPS orbits of nearly 1 min, and the tendency for the

maximum amplitudes to occur during eclipse seasons,

suggests a loose coupling with orbit period such as would

occur in the thermal balance of the satellite. That the Cs

clocks are more strongly affected than the Rb clocks,

whose thermal environment is tightly controlled, further

supports this conclusion. The variations are invariably

much smaller for the Block IIR and IIR-M satellites

compared to earlier generations, but the periodics do not

vanish.

After accounting for at least the 12- and 6-h harmonics,

together with the usual quadratic variations, it is possible to

interpolate or extrapolate the residual stochastic clock time

series with minimal degradation for all the satellites up to

tens of seconds. Over longer intervals, prediction errors

grow slowest for the IIA Rb satellites, up to about 1,000 s,

and grow fastest for the IIA Cs satellites.

In any future improved GPS clock systems, it would be

highly beneficial to reduce the short-term noise of the TKS.

For short-term performance comparable to the level

expected for the Galileo H-masers, further reduction of the

GPS clock instabilities would be necessary. If methods can

be found to attenuate the GPS harmonics at the satellites,

that would be useful, but modeling of these effects is

probably similarly effective and does not require any

understanding of the driving mechanisms.
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Appendix: Allan deviation

We now give a very brief introduction to the Allan devi-

ation as a measure of frequency instability in clocks, or

oscillators. In order to remain brief, several simplifications

have been made which the detailed reader will likely want

to avoid. For further reading on clock measurement and

modeling, we suggest the collection of papers that make up

NIST (1990). For a concise mathematical description of the

the Allan and Modified Allan deviations consider also

Walter (1994).

The voltage output of an oscillator/clock is usually

represented as

VðtÞ ¼ V0 sin 2pm0t þ /ðtÞð Þ

where V0 is its nominal peak voltage amplitude, m0 is the

nominal fundamental frequency, and / denotes the
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deviations in phase from the nominal frequency;

fluctuations in amplitude do not contribute appreciably to

the frequency instability of most oscillators and so the

amplitude has been considered constant here. The

instantaneous frequency may be defined as the derivative

(divided by 2p) of the total phase of the sine,

mðtÞ ¼ m0 þ
1

2p
d/
dt
:

But, because the magnitude of this frequency is generally

quite small for most oscillators and in order to avoid the

dependence on nominal frequency, we generally define

instead the normalized (or fractional) frequency,

yðtÞ ¼ mðtÞ � m0

m0

¼ 1

2pm0

d/
dt
¼ dx

dt
;

where

xðtÞ ¼ /ðtÞ
2pm0

is the phase expressed in time units.

The phase (or time) of a clock is generally subject to

both systematic as well as random fluctuations. Combina-

tions of five common power-law processes, that is

processes whose power spectral density vary as powers of

their Fourier frequency, are often used to describe the

random behavior of most clocks. Table 2 summarizes these

common power law processes.

The IEEE has recommended (Barnes et al. 1971) the

2-sample, or Allan variance ry
2(s) (or square-root for Allan

deviation) as a time-domain measure of frequency insta-

bility, defined as

r2
yðsÞ ¼

1

2
�yk�1 � �ykð Þ2

� �

;

where h�i represents infinite time average and

�yk ¼
xðtk þ sÞ � xðtkÞ

s

is the average fractional frequency over a specified interval

of interest s. This measure is desirable because it is

convergent for the power-law processes shown in Table 2

and because the level and type of power law may be

inferred easily by inspecting ry(s) over a range of s.

Because the Allan deviation has the same s relationship

for white-x and flicker-x noises, a Modified Allan deviation

statistic was developed which essentially introduces a

measurement bandwidth dependence such that these two

noises may be differentiated from one another. We neither

show the definition of the Modified Allan nor the

Hadamard deviation here, but Table 2 shows the relevant s
relationships.
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